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The ReS|duaI Signals

By subtracting the modeled components, one
| - _ - obtains an accurate picture of the unmodeled
5Center for Complex Systems and Brain Sciences, Florida _Atl-antlc Unw-‘_ers-_l.ty', B_oc_a Raton FL 33431 residual signals. Clear differences between the
| | early and late subsets can be identified.

We introduce a new tool for understandlng smgle-trlal evoked 4Neur¢sc|encfe lepartmeﬁt IFGWﬁ Un]\fergf;"
responses called Differentially Variable Component Analysis | "
(dVCA). This technique is based on the facts that neural responses |
evoked by a stimulus vary in amplitude and latency from trial-to-trial,
and that different neural sources exhibit different degrees of
variability. Rather than relying on artificial assumptions such as |
independence of the sources, dVCA exploits this differential |
variability to tease apart the responses from different neural sources.
By applying dVCA one obtains a set of components, whose linear

Time-fr'equency plots high'light an i'nteresting
200 Hz oscillatory burst associated with early

responses, but not with late responses.
Early | | Late

Synthetic intracortical field potentials (FPs) were generated to 171 trials were cqllected frqm primary \:fisua| area V& Df.an_awake;
assist us in fully characterizing the dVCA algorithm. These data | macaque monkey by acutely inserting a linear-array electrode into the

combination describes each single- trial response, along with their | el el UL e D a1 ol bra_in. Field p_otential activity bii _sampled con’_ci_nuously o e
: ; : _ . k. responses to a red light flash in macaque V1. while the subject was presented with randomly interspersed standard |

corresponding single-trial amplitudes and latencies. In addition, by | Svhthotic EPsin. Channal T0-0) and target visual stimuli at an average rate of 2/sec. The standard | 13 - WW

accurately describing the evoked responses, the residual signal can A component 2 ._y | | | visual stimulus was of a 10-us, red-light flash, and the target varied

be used to study ongoing oscillations. We will discuss the dVCA | e +— | slightly in intensity. The monkey released a lever after each
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algorithm, its application, and highlight its advantages by describing | Sy | | Pl | gl el presentation of the target stimulus to earn a drop of j juu:e
some exciting new results such as: evidence of multiple response | B | Trial 16 |

mechanisms, coupling between neural sources, and relations
between evoked responses and ongoing oscillations.
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The multiple component event-related potentlal (mcERP) model
underlies the dVCA technique.
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On the right is the

20 experimental trials were E:n?pfnae:;ngﬁch
: simulated by randomly il .
zﬁgi::jscifn?pzt:]zn?t; trode chann.ﬁ}durlng the r" trial trode channel du}ng the rt" trial cht::u:-_sing the si ng le-trial _ WEIS EStimatEd USing <
: characteristics of each dVCA. | ~

which are relatively time- Rk} = Z Con % S(ET,) + 1 (0) e component and adding

n=1

locked to the stimulus /‘ '\ \ Gaussian noise.
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lus some unpredictable  Coupling between the n” EEricy SIEOF the 1> Do :
& i iy ol nentin the 1 tral Relative SNRs of the three components are 0 dB, -13.9 dB, -5.2 dB.
SlgnaL which may be Amplitude scaling for the n®

induced activity or noise. component n te r* tra index Legend The amplitude variability was sampled from a log-normal
| | e distribution with sample characteristics x,, = 1.0and o, = 1.0

trial armp

A histogram of the single-trial amplitudes By estimating multiple components (here from the late subset), we
shows little amplitude variability, o;= 0.104. | can examine correlations among their single-trial parameters thereby
time

Each component is allowed to vary in both - e | R | | £ SRl s _ | | _ _ $e et
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latency reveals two response modes: early
and late. The early mode is at -4.625 ms
and the late mode is at 2.125 ms.

number of trials

The ratio of |ate to early modes is about 7:3 | Brain responses are dynamic, state dependent, and change over

; - | - : time. DVCA relies on these trial-to-trial changes to separate, identify
The SNR was £ et e - def | . : ! : : ’
DATA SET . ' ' 0 ° See poster 429.5 for details on a second and characterize single-trial responses from multiple simultaneously

DATASEL . Bayes’ theorem is utilized to varied b | | ;
- t hift : : :
4 SEREy Shift Als) data = dlsplaylng mmﬂarattnbutes active sources. Different responses modes as well as dynamical
&

based on the mufti [
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o o i nrza interactions and interdependencies among components can be
25 studied by examining these single-trial characteristics. By subtracting
as largest

COMPONENT probability of the model | noise level in SR, = 7.2 B
imp — ¥ e / : f* 1H the estimated components, accurate ongoing activity, such as
' ¥ 4 _

o I above. the synthetic °

WAVESHAPE

. 2 e : induced oscnlatlons can be further examined.
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| We can use the single-
*- ) S 2% Component , Component
| reported. ) N trial latencies to split the 5 -

¢ data set and study the
AR - -10.8 dB two early and late
responses separately.
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interesting results are readily | Component waveshapes, amplitudes and Ilatencies can be response having a larger |

COMPUTE EVALUATE obtained when usmg dVCA as estimated down to about -20 dB for white Gaussian noise and supragranular (Layers T—
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RESIDUALS q SINGLE-TRIAL . | ; X d . . : . . : ] 3 2 i s
foreach cnanner | Y00y NCARAMETERS DI @n analysis tool. about -7 dB for highly correlated noise (not shown). 2/3) activation. 100 100 200 Please visit 429.5 for more on the application of dVCA, and

_ ti iS ol | — ’”‘" ‘5 _y 485.19 (this afternoon) for a study of ongoing activity using dvVCA.




